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ABSTRACT A method is presented for the fast
evaluation of the binding energy of a protein-small
molecule complex with electrostatic solvation. It
makes use of a fast preprocessing step based on the
assumption that the main contribution to electro-
static desolvation upon ligand binding originates
from the displacement of the first shell of water
molecules. For a rigid protein, the precomputation
of the energy contributions on a set of grids allows
the estimation of the energy in solution of about 300
protein-fragment binding modes per second on a
personal computer. The docking procedure is ap-
plied to five rigid binding sites whose size ranges
from 17 residues to a whole protein of 107 amino
acids. Using a library of 70 mainly rigid molecules,
known micromolar inhibitors or close analogs are
docked and prioritized correctly. The docking based
rank-ordering of the library requires about 5 h and
is proposed as a complementary approach to struc-
ture-activity relationships by nuclear magnetic reso-
nance. Proteins 2001;42:256 -268.
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INTRODUCTION

An accurate treatment of solvation effects is required to
determine the most probable binding mode of a protein-
ligand complex as well as for ranking a library of organic
compounds according to binding affinity.’® An aqueous
solution has a twofold effect on the electrostatics of ligand
binding to a macromolecular receptor: 1. it screens the
interactions between solute charges, and 2. it interacts
directly with each solute charge (direct solvation or Born
term). The screening can be favorable to binding (e.g., in
the case of partial charges of same sign) but is in most
cases unfavorable because of charge complementarity
between protein and ligand. Direct electrostatic desolva-
tion, i.e., displacement of high dielectric solvent by low
dielectric solute, is always detrimental to protein-ligand
binding.

The electrostatic effects of the solvent can be described
by continuum electrostatics (see Refs. 4 and 5 for a review).
The system is partitioned into solvent and solute regions
and appropriate values of the dielectric constant are
assigned to each region. Only the solute is described at the
microscopical level as a spatial distribution of point charges.
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Hence, only the intra-solute electrostatic interactions need
to be evaluated. This strongly reduces the number of
interactions with respect to an explicit treatment of the
solvent and does not require any equilibration of the water
molecules, which is usually computationally very expen-
sive.

For a spatial discontinuity in the dielectric, the Coulomb
law does not appropriately describe the electrostatic inter-
actions between the solute partial charges. An exact
solution of the problem is obtained by solving the Poisson
equation for the electrostatic potential on a three-
dimensional grid with a finite difference algorithm.® The
results obtained with this numerical approach agree well
with experimental data,”® with free energy calcula-
tions,'®!! and with molecular dynamics simulations that
include explicit water molecules.’®>** Even if the gain in
computation time is remarkable with respect to explicit
water calculations, for a wide screening of ligand-receptor
conformations, this methodology is still too slow. For this
reason, approximations have been introduced to simplify
the original formulas of continuum electrostatics.'®'° The
accuracy of these approximated models can be tested by
comparison with the finite difference solution of the Pois-
son equation”2° or explicit solvent simulations.%:21:22

Recently, we described a computational method for
docking molecular fragments to a rigid protein with evalu-
ation of the binding energy.?? The approach is called SEED
(solvation energy for exhaustive docking). For docking
small- to medium-sized fragments, the program SEED
makes use of an approximated continuum electrostatic
model partially based on the generalized Born equa-
tion.®2° The agreement with finite difference solutions of
the Poisson equation has been shown to be very good.??

Herein, we present a new electrostatic solvation approxi-
mation for the fast evaluation of binding energy. It is based
on the assumption that electrostatic desolvation energies
can be modeled by the first solvation shell at the binding
interface. The new model has been implemented in SEED
and is used as a preprocessing step together with a look-up
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table evaluation of the van der Waals and electrostatic
interaction energies. In the Results section, the valida-
tions of the electrostatic solvation approximation and the
new SEED are presented. This is followed by the docking
of a library of 70 compounds, including hydrophobic, polar
and charged molecules, into five proteins with rigid bind-
ing site of different polar character and size.

METHODS

The docking approach implemented in the program
SEED?? determines optimal positions and orientations of
small- to medium-sized molecular fragments in the bind-
ing site of a protein (called receptor henceforth). Apolar
fragments are docked into hydrophobic regions of the
receptor whereas polar fragments are positioned such that
at least one intermolecular hydrogen bond is formed. Each
fragment is placed at several thousand different positions
with multiple orientations (for a total of approximately 10°
conformations) and the binding energy is estimated when-
ever severe clashes are not present (usually about 10°
conformations). The binding energy is the sum of the van
der Waals interaction and the electrostatic energy. The
latter consists of screened receptor-fragment interaction,
as well as receptor and fragment desolvations. Depending
on the fragment size, between 10 and 20 s of central
processing unit (CPU) time on a 550 MHz Pentium III
processor were required to calculate the binding energy of
100 receptor-fragment binding modes in the first version of
SEED.?®

An efficient way of speeding up the fragment screening
by SEED is to divide the selection of favorable binding
modes into two different steps. In the first step, a fast
evaluation of the binding energy is performed (“fast mod-
el”). The binding energy in the fast model consists of the
van der Waals interaction and electrostatic energy with an
approximated treatment of solvation. The main assump-
tion is that differences in electrostatic solvation energies
upon binding can be approximated by the displacement of
the first shell of water molecules from the binding inter-
face. The fast energy has been implemented in a new
version of SEED to quickly discard unfavorable conforma-
tions. This is done first by a van der Waals potential on a
look-up table to prevent steric clashes and then by the
electrostatic energy with fast solvation. The solvation
approach presented in this article allows calculation of the
binding energy of about 300 receptor-fragment conforma-
tions per second of CPU time on a 550 MHz Pentium III
processor. This represents a speedup of a factor of about 40
with respect to the first version of SEED. The positions are
then sorted according to binding energy and clustered by
using a criterion based on distances between similar atom
types.?* In the second step, the n best binding modes (n =
10 is used in Results) within each cluster are evaluated
with the more accurate solvation model.?® The two-step
approach has been implemented in a new version of SEED.
The following sections focus on the evaluation of the
binding energy with the fast model whereas the details of
the more accurate solvation model can be found in our
previous articles.?325
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Binding Energy

The binding energy can be partitioned into electrostatic
and nonelectrostatic contributions.*®

Electrostatic Energy in Solution

The electrostatic component of the binding energy is
approximated by the sum of the following terms2%-27:

® Screened receptor-fragment interaction: intermolecular
electrostatic energy between the fragment and the
receptor in the solvent.

® Partial desolvation of the receptor: electrostatic energy
difference caused by the displacement of high dielectric
solvent by the fragment volume.

e Partial desolvation of the fragment: electrostatic energy
difference caused by the displacement of high dielectric
solvent by the receptor volume.

The fast model is based on the linear distance-dependent
approximation of the screened interaction and on the
Coulombic approximation of the electric displacement!”-2°
as explained in the following subsections.

Screened receptor-fragment interaction. The
screened interaction between fragment and receptor
(Enterm in keal/mol) is calculated according to a linear

elect

distance-dependent dielectric model?®:
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where g; and g; are the partial charges (in electronic units)
of atoms i and j, r;; is the distance between them (in A), and
€t 1S the value of the interior, i.e., solute, dielectric
constant (see below). There is no sound physical justifica-
tion in favor of the distance-dependent dielectric function
even if the agreement with more sophisticated models is
remarkable (see Results). Nevertheless, it is a simple and
useful approximation, because it yields a shorter range
interaction than the Coulomb law. Recently, distance-
dependent dielectric models have been used for docking
and ligand design,?®* 3! and molecular dynamics simula-
tions of protein folding®%3% and unfolding.®*

Partial desolvation of the receptor. A preliminary
step consists of the evaluation of the receptor desolvation
caused by a low dielectric probe sphere of 1.4 A radius
rolling over the van der Waals surface of the receptor.?®
The center of the sphere spans the solvent accessible
surface (SAS).?® A number of points are distributed uni-
formly on the SAS of the receptor with a given surface
density (usually 0.5 points per A2 see below) to describe
the different positions of the center of the probe sphere.
Furthermore, a cubic grid of 0.5 A spacing is used to
discretize the volume surrounding the receptor. The vol-
ume occupied by the probe sphere is then approximated on
the cubic grid. The receptor desolvation resulting from the
probe sphere at a point p on the SAS of the receptor (see
Fig. 1A) is evaluated according to the Coulomb approxima-
tion of the electric displacement®®:
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where the index k, runs over the cubic grid elements
occupied by the probe sphere and AV is the volume of a
cube. Further, %; is the coordinate vector of the receptor
atom j, ?ckp the position of the cube included in the probe
sphere, and €;,,, and €, are the solute and solvent dielectric
constants, respectively. The receptor desolvation caused
by the probe sphere is calculated only once at the begin-
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ning of SEED for every point on the SAS. It is always
positive, i.e., unfavorable, because €;,,, < €.

The receptor desolvation upon binding is approximated
by the sum of the values of the desolvation operated by the
probe sphere over the SAS receptor points that are in-
cluded within the SAS of the fragment (see Fig. 1B):

receptor __ E
AGdesolv -

pe SAsburicd

receptor

A Gﬁesolv- (3)

Because the adjacent positions of the sphere can partially
overlap, the total receptor desolvation is scaled by a
multiplicative factor (see Results). The assumption under-
lying this model is that the main contribution to the
receptor desolvation results from the removal of the first
shell of water.'” This approximation is justified by the fact
that the desolvation of a spherical ion by a small low
dielectric sphere at a distance r from the ion varies as
1/7'4.20’25

Partial desolvation of the fragment. The desolva-
tion of the fragment (AGT28ment) j5 evaluated in a way that
is specular to the receptor desolvation (see Fig. 1A and B).
First, the fragment desolvation caused by a probe sphere
rolling over the fragment SAS is calculated once for every
fragment type. Subsequently, the fragment desolvation
upon binding is approximated by the sum of the desolva-
tion values associated with the points on the SAS of the
fragment that are included within the SAS of the receptor.
The same scaling factor as for the receptor desolvation is
used (see Results).

Nonelectrostatic Contributions

These are a fine balance between the solute-solute van
der Waals interactions (favorable to binding), the loss of
solute-solvent van der Waals interactions (unfavorable),
and the disruption of water structure that is a favorable
entropic effect at room temperature.®® A number of ap-
proaches have been proposed to approximate these contri-
butions.?%~*! Interestingly, similar results have been ob-
tained from models resulting from different assumptions
(e.g., nonelectrostatic contributions represented by solute-
solute dispersion interactions or by a buried surface curva-
ture-dependent model).*® In accord with previous findings
(Caflisch et al.*! and Figure 6 of Vorobjev et al.*?), it is
assumed here that solute-solvent van der Waals interac-
tions and disruption of water structure compensate each

Fig. 1. A: Evaluation of the receptor (fragment) desolvation caused by
a probe sphere rolling over the van der Waals surface of the receptor
(fragment). A grid box of 0.5-A spacing (light gray) is built around the
molecule and the desolvation resulting from the occupation of every grid
element is evaluated as described in Ref. 23. The desolvation caused by
the probe sphere in a given position is approximated by the sum of the
values of the desolvation caused by the cubes within the sphere (dark
gray). B: Evaluation of the receptor and fragment desolvations upon
binding. The points on the SAS of the receptor and the SAS of the
fragment represent the positions of the rolling probe sphere. The receptor
desolvation is approximated by the sum of the desolvation values
associated with the SAS points of the receptor buried within the SAS of
the fragment. The fragment desolvation is approximated by the sum of the
desolvation values associated with the SAS points of the fragment buried
within the SAS of the receptor.
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other, and that solute-solute van der Waals interactions
can account for the nonelectrostatic part of the binding
energy.?® The neglect of a term proportional to the loss in
solvent accessible surface upon binding is justified by its
strong correlation with the solute-solute van der Waals
interaction.*?

The van der Waals interaction between a fragment and
the receptor is described as the sum of a steep repulsion
and an attractive dispersion term with the 6-12 Lennard-
Jones model:

Eaw = E E (,T; - Tf) 4)

r. .
iEfragment jEreceptor K v

where r;; is the distance between atoms i and j, A,; and B;;
are van der Waals repulsion and attraction parameters.
The assumption that the receptor is rigid favors the use of
a grid-based evaluation of the interaction. To make the
fragment and receptor terms in Eq. (4) factorizable, the
geometric mean approximation is used®>**~*¢: A, =
VAA, and B;, = VBB, withA, = ¢2R/"™Y)"?and B, =
2¢,2RY*™W)%, RY*W is the van der Waals radius of atom i
and ¢; is the minimum of the van der Waals potential
between two atoms of type i at optimal distance of 2RY4W.
A grid is spanned over the binding site of the receptor and
the grid spacing is usually 0.2 A or 0.3 A. When the
program starts, for every grid point p the two following
“receptor potentials” are calculated and stored in look-up
tables:

A
S
Tpj
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where the sums run over the receptor atoms which are
within a 10 A cutoff distance of the grid point. The
contribution of fragment atom i with coordinates X; is
evaluated by multiplying its van der Waals parameters
(VAA, and VB,) with the “receptor potentials” (¢** and ¢,
respectively). The value of the potential is derived from the
eight points of the grid surrounding x; by the trilinear
interpolation method.*”

Total Binding Energy
The total binding energy in the fast model is

AGfast

binding = Eaw + Edect™ + AGRR + AGEER™.  (6)
The four contributions on the right-hand side are calcu-
lated according to Egs. (1) to (5). The fast van der Waals
energy (E£5%) is used also to detect clashes: fragments are
discarded without evaluation of the electrostatic contribu-
tions if ES%y is less favorable than a threshold value
(usually 1 kcal/mol).

Differences in the intrasolute entropy of binding are
neglected in SEED. They are assumed to be sufficiently
similar for the different fragment types and binding
modes.*! The solute entropic penalty, which is not ac-
counted for in the present model, is expected to partially
counterbalance the very favorable binding energy values
(see Results).
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Fragment Library and Docking

A library of 70 mainly rigid fragments ranging in size
from 7 to 31 atoms was used in this study. It contains 17
apolar fragments (no hydrogen bond donors or acceptors),
39 polar and neutral compounds, and 14 fragments with
one or two formal charges (Table I and Fig. 2). Many of the
molecular frameworks found frequently in known drugs*®
are included (e.g., benzene, pyridine, naphthalene, 5-phe-
nyl-1,4-benzodiazepine, etc.) and some of them can be used
for the synthesis of combinatorial libraries in the solid
phase®® or by portioning and mixing.?® Fragment struc-
tures were generated with the molecular modeling pro-
gram WITNOTP (A. Widmer, Novartis Pharma Basel,
unpublished). For each fragment type, all of the low-
energy conformations are included in the library (e.g., cis
and trans for 2-butene). Partial charges were assigned
with the MPEOE method,?**?> whose WITNOTP implemen-
tation reproduces the all-hydrogen CHARMm22 parame-
ter set (Molecular Simulations Inc.) for proteins and
proteinaceous fragments. Fragment coordinates were mini-
mized with the program CHARMM?®® and the CHARMm22
parameter set to an average value of the energy gradient of
0.01 keal/mol A using a linear distance-dependent dielec-
tric function.

The fragment library was docked by SEED into five
proteins whose coordinates were taken from the Protein
DataBank (PDB).>* To be consistent with the partial
atomic charges of the fragments, partial charges for the
protein atoms were taken from the CHARMm22 parame-
ter set (Molecular Simulations Inc). Hydrogen atoms for
the proteins were generated with WITNOTP and then
minimized with CHARMM by keeping the heavy atoms
fixed. For docking, a grid spacing of 0.3 A was used for the
evaluation of E5id and the same input parameters as in
Table I of the original SEED article®® were used except for
the following three. The interior dielectric constant was set
to four to model the electronic polarizability and dipolar
reorientation effects of the solute.”® The number of apolar
points was increased from 100 to 150 because of the very
large binding sites (see below). Finally, the radius of the
probe sphere for the definition of the SAS (used for the
selection of the apolar vectors) was set to 1.4 A (instead of
1.8 A) to better define microcavities and small crevices.

RESULTS
Validation of the Fast Electrostatics Model

The fast model for the evaluation of the electrostatic
component of the binding energy is validated by compari-
son with finite difference solutions of the Poisson equation
obtained by the program UHBD.?%%” For this purpose, the
three electrostatic energy terms were calculated with the
fast model of SEED and with UHBD for a set of small
molecules and ions distributed over the binding site of
thrombin and at the dimerization interface of the HIV-1
aspartic proteinase (HIV-1 PR) monomer. The molecule
set included acetate ion, benzoate ion, methylsulfonate
ion, methylammonium ion, methylguanidinium ion, 2,5-
diketopiperazine, and benzene. The total number of recep-
tor-fragment complexes analyzed was 1,025 for thrombin
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TABLE 1. Fragment Library

No. of atoms Number of H-bond
Fragment® Heavy Total conformations Acceptors Donors Formal charges
Apolar fragments
Ethane 2 8 1 — — 0
Propane 3 11 1 — — 0
Cyclopropane 3 9 1 — — 0
2-Methylpropane 4 14 1 — — 0
1-Butene 4 12 4 — — 0
2-Butene 4 12 2 — — 0
2-Methyl-2-butene 5 15 1 — — 0
2,2-Dimethylpropane 5 17 1 — — 0
Cyclopentane 5 15 1 — — 0
Benzene 6 12 1 — — 0
Cyclohexane 6 18 1 — — 0
Adamantane 10 26 1 — — 0
Dekaline 10 28 1 — — 0
Naphthalene 10 18 1 — — 0
N-Methylindole 10 19 1 — — 0
Tetraline 10 22 1 — — 0
Dibenzocyclohexane (2) 14 26 1 — — 0
Polar and neutral fragments
Dimethylsulfoxyde 4 10 1 1 — 0
Isopropanol 4 12 2 1 1 0
Imidazole 5 9 1 1 1 0
N-Methylacetamide 5 12 1 1 1 0
Pyrrole 5 10 1 — 1 0
N-Methyl-methylsulfonamide 6 13 1 2 1 0
Oxazolidinone 6 11 1 2 1 0
Pyridine 6 11 1 1 — 0
Pyrimidine 6 10 1 2 — 0
2-Pyrrolidinone 6 13 1 1 1 0
4-Thiazolidinone 6 11 1 1 1 0
Delta-valero-lactam 7 16 2 1 1 0
3,4-Dihydroxy-tetrahydrofurane 7 15 4 3 2 0
Phenol 7 13 1 1 1 0
Tetrahydro-2-pyrimidinone 7 15 1 1 2 0
Cytosine 8 13 1 2 2 0
1,2-Dihydroxy-benzene 8 14 1 2 2 0
1,2-Dihydroxy-cyclohexane 8 20 4 2 2 0
2,5-Diketo-1,4-piperazine 8 14 2 2 2 0
Uracil 8 12 1 2 2 0
Indole 9 16 1 — 1 0
2-Methyl-3-amino-N-methylbutanamide 9 23 18 1 2 0
Adenine 10 15 1 3 2 0
3,6-Dimethyl-2,5-diketo-1,4-piperazine 10 20 3 2 2 0
Isoquinoline 10 17 1 1 — 0
N-Formyl-L-proline (5) 10 19 8 3 1 0
Quinazoline 10 16 1 2 — 0
Quinoline 10 17 1 1 — 0
Tetrahydro-quinoline 10 21 1 — 1 0
Guanine 11 16 1 3 3 0
Meso-inositol 12 24 1 6 6 0
Alpha-carboline 13 21 1 1 1 0
Beta-carboline 13 21 1 1 1 0
Diphenylether (1) 13 23 1 1 — 0
5-Methyl-3-methylsulfoxyde-acetophenone 13 25 8 2 — 0
2,3,4-Furantricarboxylic-acid 14 18 8 7 3 0
5-Phenyl-1,4-benzodiazepine (3) 17 29 2 2 — 0
5-Phenyl-1,4-benzodiazepine-2-one (4) 18 30 2 2 1 0
4-(4-Fluorophenyl)-1-methyl-5-(4-pyridyl)-imidazole (6) 19 31 2 2 — 0
Charged fragments
Methylammonium 2 8 1 — 1 +
Methylamidine 4 11 1 — 2 +
Methylguanidine 5 13 1 — 3 +
Tetrahydropyrrole 5 15 1 — 1 +
Piperidine 6 18 1 — 1 +
Benzamidine (8) 9 18 2 — 2 +
5-Amidine-indole (7) 12 22 2 — 3 +
Acetate (10) 4 7 1 2 — -
Methylsulfonate (9) 5 8 1 3 — -
Benzoic acid (11) 9 14 1 2 — —
L-Proline 8 17 2 2 1 +—
D-Proline 8 17 2 2 1 +—
Piperazine 6 18 1 — 2 ++
Phosphate 6 9 1 4 — ——

2The numbers in boldface correspond to the structures shown in Figure 2.
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Fig. 2. Chemical structure of 11 compounds in the fragment library.

and 1,490 for the HIV-1 PR monomer. A surface density of
0.5 points per A? was used to discretize the SAS of both
receptor and fragment. A surface density of two points per
A? did not show any improvement in accuracy but required
a 4-times larger computational cost. A cubic grid with a
spacing of 0.5 A was used to discretize the volume surround-
ing the receptor.

The results are shown in Table II for two different
values of the solute dielectric constant (1 and 4). Figure 3
shows the results for thrombin assuming a solute dielec-
tric constant of 1 and a solvent dielectric constant of 78.5.

261

The agreement between the two methods is good. System-
atic errors (slope # 1) can be corrected by the use of
appropriate scaling factors for the different energy terms.
Two scaling factors are adopted independently of the value
of the solute dielectric constant. One applies to both the
receptor and fragment desolvations and one to the screened
interaction. The scaling factor for the desolvations (2.13)
results from an average of the slopes of the fitting lines of
the ligand and receptor desolvations in Table II (eight
values in total). The scaling factor for the screened interac-
tion (1.43) results from an average of the slopes of the
fitting lines of the screened interactions in Table II (four
values in total). This scaling factor is in accord with
previous studies, in which it was found that the interaction
energies calculated with the linear distance-dependent
dielectric function are approximately 1.4-times larger than
the values obtained by the finite difference solution of the
Poisson equation.?®5%

Validation of Fast van der Waals

The errors caused by the use of the geometric mean
approximation and trilinear interpolation on the cubic grid
were validated by comparison with the standard off-grid
van der Waals potential with a 10 A cutoff. As a test set,
1,025 small molecules were distributed over the active site
of thrombin using SEED. The agreement between the van
der Waals energy and the geometric mean approximation
based on the grid is very good with a grid spacing of 0.2 A.
The correlation factor (R) and slope (s) of the linear fitting
are equal to 0.99 and 0.95, respectively. The largest
discrepancies are found for the positions with steric clashes
because of the steepness of the 1/r'? repulsive term. For
the 609 positions with ES5d < 1 keal/mol, R = 0.95, s =
1.14, and the average and maximal errors are 0.5 and 4.9
keal/mol, respectively. A grid spacing of 0.3 A yields R =
0.98 and s = 0.75 for the 1,025 complexes, and for the 556
positions with E€5d < 1 kcal/mol, R = 0.95, s = 1.04, and
average and maximal errors are 0.5 and 3.2 kcal/mol,
respectively.

Validation of the New SEED on Thrombin

The thrombin functionality maps calculated with the
new version of SEED, which uses the fast evaluation of the
binding energy as preprocessing step, are compared with
the results obtained previously with the old version of
SEED.?? For both values of the solute dielectric constant
(;n, = 1 and ¢, = 4), the new version of SEED reproduces
the most favorable binding modes of the 13 fragment types
(four nonpolar, four polar and neutral, three cations, one
dication, and one anion) used in the previous study. This is
because the fast model does not miss favorable binding
modes, and false positives are then given low priority in
the second step. The largest difference in ranking is found
for cluster 3 of benzene (total binding energy of —2.9
kcal/mol) which is ranked as number 10 (total binding
energy of —2.4 kcal/mol) with the new version of SEED.
This is probably because of two reasons. First, the fast
model ranking might yield a different clustering than in
the old SEED. Second, the accurate energy is evaluated



262

TABLE II. Comparison of Electrostatic Energies
Calculated by SEED (Fast Model) and UHBD

HIV-
protease
Thrombin monomer
R? oP R? o
Solute dielectric constant = 1
Receptor desolvation 086 192 091 169
Ligand desolvation 083 193 091 295
Screened interaction 0.88 142 091 1.61
Total fitted electrostatic 085 091 084 112
energy*
Solute dielectric constant = 4
Receptor desolvation 087 198 092 175
Ligand desolvation 087 194 094 285
Screened interaction 0.92 1.18 094 149
Total fitted electrostatic 0.88 0.86 0.89 1.08
energy®

2Correlation coefficient for the fit of the SEED to the UHBD energies.
Slope of the fitting line of the SEED to the UHBD energies.

‘Sum of the three energy components, each scaled according to the
multiplicative factors described in Results.

only for the first 10 members of each cluster in the new
SEED, whereas the remaining positions are discarded.
Depending on the fragment type, the old version of SEED
(without fast preprocessing) required between 0.5 and
1.5 h CPU time of a 550 MHz Pentium III processor for
docking a fragment in a medium-size binding site (10 A
sphere). For the same binding site and processor type, the
time needed with the new two-step approach ranges from 1
(benzamidine) to 5 min (benzene, N-methyl-methylsulfon-
amide).

Library Docking

Three of the five proteins investigated (FKBP-12, MDM2,
and p38 MAP kinase) have a mainly hydrophobic binding
site, whereas the remaining two (thrombin and interleu-
kin-1B converting enzyme [ICE]) have a partially hydro-
philic character because of the presence of charged side-
chains in the active site. The binding site definition ranged
from 17 (ICE) to 107 (FKBP-12) residues. The new version
of SEED was used for docking the library of fragment. The
CPU time required was approximately the same in all
binding sites (about 5 h) because the same amount of
hydrophobic points (150) and polar vectors (3,000) was
selected for docking in all of the five test cases. The binding
modes and energy values presented below refer to the
more accurate solvation model,?? i.e., after clustering and
postprocessing.

FKBP-12

FKBP-12 is a peptidylprolyl isomerase of 107 residues
and 12 kDa which is widely distributed in almost all
tissues. It catalyzes the interconversion between cis and
trans rotamers of peptidylprolyl amide bonds in peptide
substrates.?®?° Furthermore, FKBP-12 binds the natural
product FK506, a macrocyclic immunosuppressant drug.
For the SEED run, the 1.85 A resolution X-ray structure of
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unliganded FKBP-12 (PDB code 1d6o) was used, and the
binding site definition included all of the 107 residues. The
hydrophobic compounds have very favorable SEED bind-
ing energy. Considering only the best binding mode for
every fragment type, the binding energy ranges from
—14.3 kcal/mol to —7.4 kcal/mol for the 17 apolar frag-
ments. Fifteen of these are docked in the active site, which
consists of several aromatic and aliphatic side chains. The
substrate analog N-formyl-L-proline has the best binding
energy followed by two 1,4-benzodiazepines (Table III).
The proline ring of N-formyl-L-proline overlaps the piperi-
dine ring of FK506 and is involved in the same interactions
with FKBP-12 (Fig. 4A). These consist of van der Waals
contacts with the side chains of Tyr26, Phe46, Val55, and
Trp59, and a hydrogen bond with the hydroxyl group of
Tyr82. The van der Waals interaction is the main contribu-
tion to the binding energy, whereas the electrostatic
desolvation counterbalances the intermolecular electro-
static term (Table III).

MDM?2

The MDM2 oncoprotein is a cellular inhibitor of the p53
tumor suppressor. It can associate to the transactivation
domain of p53 and downregulate its ability to activate
transcription of genes responsible for growth arrest or
apoptosis after genotoxic events.®® The 2.3 A crystal
structure of the X. laevis MDM2 protein from the complex
with a 15-residue transactivation domain of p53 (PDB code
1ycq®) was used in the SEED calculations. The p53
peptide was removed and the binding site was defined by
taking into account all of the 88 residues of MDM2 that are
in the PDB file. All of the apolar fragments have very
favorable binding energy (values ranging from —17.4 to
—17.6 kcal/mol for the best binding modes) and are docked
in an extended pocket, which in the MDM2-p53 complex is
occupied by the side-chains of a triad of hydrophobic
residues of p53 (Phel9, Trp23, and Leu26). The pivotal
role of these three residues of p53 for binding to MDM2 is
supported by crystallographic studies®! and phage display
experiments.®? The fragments with the best binding en-
ergy are two 1,4-benzodiazepines and dibenzocyclohexane
(Table III). Their benzene rings overlap the Phel9 and
Trp23 side-chains of p53 (Fig. 4b). Furthermore, the NH
group of the 1,4-benzodiazepine-2-one matches the indolic
NH of Trp23 and is involved in the same hydrogen bond
with the backbone CO group of the MDM2 residue Leu54.
As in the case of FKBP-12, the van der Waals interaction
term is dominant. The SEED results suggest that C-3
substituted derivatives of 5-phenyl-1,4-benzodiazepine-2-
one might bind to MDM2 by filling the extended hydropho-
bic pocket occupied by the p53 residues Phel9, Trp23, and
Leu26 (Fig. 4B).

P38 MAP Kinase

Mitogen-activated protein (MAP) kinases are essential
enzymes for intracellular signaling cascades because they
phosphorylate several regulatory proteins. p38 MAP ki-
nase plays a role in processes as diverse as transcriptional
regulation, production of interleukins, and apoptosis of
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Fig. 3. Correlations in the electrostatic energies (in kcal/mol) calculated by finite difference solution of the Poisson equation (x-axis) and by SEED
with the fast model (y-axis). Values are plotted for 1,025 complexes of thrombin with small molecules. The total electrostatic energy is the sum of the
protein desolvation (Eg. 3), ligand desolvation, and screened interaction (Eq. 1), scaled by 2.13, 2.13, and 1.43, respectively, as described in Results.
The finite difference calculations were performed with the program UHBD.5%°7 Values of ¢;,, = 1, €,, = 78.5, and grid spacing of 0.5 A were used for both

SEED and UHBD.

neuronal cells. Inhibitors of p38 activity could therefore be
useful as a treatment strategy for inflammatory and
neurodegenerative diseases. The library used in this study
contains a disubstituted imidazole (compound 6, Fig. 2)
that is a close analog of a class of potent inhibitors of p38.
These have a common chemical pattern: a central five-
membered ring, either imidazole or pyrrole, substituted by

a pyridine or a pyrimidine ring, a fluorinated or iodinated
phenyl ring, and a third substituent at position 1 or 2.63-6°
Compound 6 does not have the third substituent. Figure
4C shows that SEED docks compound 6 in the right
orientation (heavy atom root mean square deviation of 0.9
A from the position of the inhibitor SB203580, PDB code
1a9u®®) and ranks it as best fragment with a very favor-
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TABLE III. Results of the Docking of the Fragment Library’

Intermolecular Electrostatic desolvation

Protein/fragment?® AGpindine’  vander Waals  Electrostatic Receptor Fragment
FKBP-12 (1d60; 107)°

N-Formyl-L-proline (5)¢ -16.1 -17.9 -23 2.0 2.0

1,4-Benzodiazepine-2-one (4) -16.0 -19.5 -0.3 3.1 0.7

1,4-Benzodiazepine (3) —15.7 -19.2 -0.1 3.1 0.5
MDM2 (1ycq; 88)

1,4-Benzodiazepine-2-one (4) —21.0 —22.5 -0.4 0.8 1.2

1,4-Benzodiazepine (3) -194 —20.9 0.2 0.8 0.5

Dibenzocyclohexane (2) -174 —-18.1 -0.4 0.7 0.4
p38 MAP kinase (1a9u; 32)

Compound 6 -17.1 —26.0 -19 9.7 11

Diphenylether (1) -16.2 -21.3 -0.9 5.6 0.5

Dibenzocyclohexane (2) -16.0 —22.8 -0.5 6.8 04
Thrombin (1hgt; 20)

5-Amidine-indole (7) —26.6 -21.3 -19.2 3.1 10.7

Benzamidine (8) -25.0 -19.8 -18.0 2.4 10.3

1,4-Benzodiazepine-2-one (4) -19.8 —24.5 -1.2 4.8 11
ICE (lice; 17)

Methylsulfonate (9) —14.7 -9.6 -17.3 2.4 9.9

Acetate (10) -13.7 -95 -17.1 2.4 10.6

Benzoic acid (11) -12.0 -11.6 -16.7 5.1 11.2

TAll energy values are in kcal/mol.
2The protein name is in boldface.

PSum of the values in the four following columns, i.e., intermolecular and electrostatic desolvation energies

calculated as described in Ref. 23.

‘PDB code and number of residues used to define the binding site in SEED.
9The numbers in boldface correspond to the structures shown in Figure 2.

able van der Waals energy (Table III). Furthermore, the
aromatic rings of the second and third best fragments,
diphenylether and dibenzocyclohexane, overlap the pyri-
dine and phenyl rings of the inhibitor SB203580.

Thrombin

Thrombin is a trypsin-like serine protease that plays an
essential role in the blood coagulation cascade.®” It is one
of the best characterized enzymes from a structural view-
point and binds a series of diverse inhibitors without major
rearrangements of its conformation.®®~"! The natural sub-
strate, i.e., fibrinogen, and most of the known inhibitors of
thrombin have a basic group that is involved in a salt
bridge with Asp189 at the bottom of the S1 or recognition
pocket.”? There are two known micromolar inhibitors of
thrombin in the library used in this study: 5-amidine-
indole (IC;, = 22 uM"®) and benzamidine (K; = 300 uM°®®).
SEED docks them correctly in the S1 pocket of thrombin
(heavy atoms root mean square deviation of 0.8 A between
benzamidine docked by SEED and the corresponding
moiety of the NAPAP inhibitor, PDB code 1dwd’®) and
ranks them as first and second with a gap in binding
energy of about 5 kcal/mol with respect to the third best
fragment (Table III). Because of the favorable salt-bridge
energy, the intermolecular electrostatic energy is much
more favorable for 5-amidine-indole and benzamidine
than for the remaining fragments. Despite the high desol-
vation penalty of both 5-amidine-indole (10.7 kcal/mol)

and benzamidine (10.3 kcal/mol), the total electrostatic
energy is favorable by about —5 kcal/mol. The poor rank-
ing of the piperazine dication (no. 67 of 70, AGy;,ging =
—5.2 keal/mol, Efter™ = —24 8 kcal/mol, and AGTagment =
33.6 kcal/mol) indicates that an accurate description of
fragment desolvation is required to avoid that compounds
with many formal charges are preferred. In fact, a model
that neglects the desolvation of the fragment would rank
piperazine as best fragment followed by 5-amidine-indole
and benzamidine.

ICE

ICE is a cysteine protease whose substrates have an
aspartic acid adjacent and N-terminal to the scissile
peptide bond. The 2.6-A resolution X-ray structure of ICE,
from a covalent complex with the tetrapeptide aldehyde
inhibitor acetyl-Tyr-Val-Ala-Asp-H (PDB code lice”), was
used in the SEED calculations. The three compounds with
the best SEED binding energy have a formal charge of —1
(Table III) in agreement with the substrate preference.
They are involved in a salt bridge with Arg179 and Arg341
which are the salt-bridge partners of the aspartic acid in
the substrate.” The deviation of the acetate from the corre-
sponding atoms in the Asp side chain of the inhibitor is 1.7 A.

DISCUSSION

We have presented a computational approach for the
fast evaluation of electrostatic desolvation energies of
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Fig. 4. Relaxed-eyes stereopictures of SEED results. A: The FKBP binding site is shown in thin lines with part of the FK506 inhibitor (medium lines,
green carbon atoms), and the N-formyl-L-proline (thick lines) docked by SEED. Oxygen atoms are colored in red, nitrogen in blue, and hydrogen in cyan.
Hydrogen bonds are shown by a red dashed line. B: The p53 inhibitor is shown with green carbon atoms superimposed to the 1,4-benzodiazepine-2-one
(black carbon atoms) docked by SEED into the MDM2 oncoprotein (not shown). The C-3 atom of 1,4-benzodiazepine-2-one is labeled; it could be

substituted with a hydrophobic group to mimic the Leu26 side-chain of p53 (see text). C: The p38 MAP kinase binding site is shown in thin lines with the
SB203580 inhibitor (medium lines, green carbon atoms), and a close analog, i.e., compound 6 (thick lines), docked by SEED.
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receptor and ligand upon binding. It is based on the
continuum model and the assumption that electrostatic
desolvation can be approximated by the removal of the
first layer of water molecules at the binding interface. The
fast model is used in a new version of the program SEED
as preprocessing step. Two-step approaches have already
been shown to be both efficient and sufficiently accurate
for docking and qualitative ranking.?””® The fast model
allows evaluation of the binding energy with electrostatic
solvation of about 10° conformations of a complex between
a rigid receptor and a small molecule in about 5 min of
CPU time on a personal computer. The new SEED was
tested by docking a library of 70 fragments into five protein
binding sites of different sizes and characteristics, ranging
from almost completely hydrophobic to mainly hydro-
philic. Known micromolar inhibitors or close analogs were
docked and rank-ordered correctly.

Recently, our numerical approach for the calculation of
electrostatic energy in solution®® was implemented in the
DOCK program by others.® Two important differences of
the new SEED with respect to DOCK are: 1. the first shell
approximation of desolvation, and 2. a more accurate
description in SEED of the difference in the volume
occupied by the solute upon binding. The embedded vol-
ume is automatically recalculated for every receptor-
fragment conformation in SEED, whereas in DOCK it has
to be defined a priori by the user and is assumed to be
constant for different fragment types and orientations.!
The precise description of the boundary between low-
dielectric and high-dielectric regions is extremely critical
for obtaining accurate electrostatic energies in solution.?°

Two limitations of SEED are the use of a rigid protein
target and the neglect of conformational entropy. Even for
a protein that shows the same overall conformation in
complexes with different inhibitors, a minor rotation of a
charged or polar side-chain in the binding site may result
in very different values of the electrostatic desolvation.
Moreover, a slightly different orientation of any type of
side-chain can affect the calculated binding energy dramati-
cally because of the steepness of the repulsive term in the
van der Waals potential. This is clearly a main limitation
of SEED. A partial solution to this problem is to run SEED
separately on multiple binding-site conformations. Al-
though the required time scales linearly on multiple
processors, more human time is required for the analysis
of the functionality maps obtained on different protein
conformations. The neglect of conformational entropy is
another limitation, because especially for the side-chains
in the binding site, this contribution could vary widely
even for the same ligand in two different binding pockets.
A possible solution might be the use of an entropic penalty
proportional to the number of frozen rotatable bonds.

SEED is a computational tool that has certain aspects in
common with structure-activity relationships by nuclear
magnetic resonance (SAR by NMR), an experimental
method for the identification of small molecules that bind
to proximal subsites of a protein.”® Using NMR-derived
structural data, the small ligands are subsequently linked
together resulting in potent inhibitors whose binding
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energy can be more favorable than the sum of the compo-
nents.”””® The computational screening by SEED could be
used as a filter to design molecular libraries for SAR by
NMR experiments. Furthermore, SAR by NMR, as well as
other methods used for detecting weakly bound ligands,
requires that the compounds be soluble at millimolar
concentrations in aqueous solutions. In the case of un-
soluble hydrophobic fragments, one could use the results of
SEED to complement the SAR by NMR data for the
identification and/or optimization of high affinity ligands.
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